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Abstract 

Mounting volumes of unstructured clinical data creates a major hurdle for health systems looking 

to tap this information to improve patient care. Natural Language Processing (NLP) holds much 

potential in turning all of this unstructured data into useful knowledge. In this work, we delve 

into the application of NLP for identifying diseases by pulling out pertinent content present in 

clinical notes. To elaborate on this, in the current research we aim to improve disease 

identification from clinical text by implementing state-of-the-art NLP methods like TF-IDF, 

named entity recognition (NER) and deep learning models. A huge dataset of clinical notes and 

multiple different NLP algorithms were used to test their efficiency at recognizing disease-

related information. Our results demonstrate that NLP can increase the detection of diseases from 

clinical notes, and thus may be instrumental in a more timely or even improved diagnosis and 

plan for treatment. This proof-of-concept study suggests a significant potential for the 

application of NLP to pre-processing and unstructured-to-structured data integration in clinical 

analysis, while also underlining an obvious requirement for additional research to be put into 

optimizing natural language processing algorithms to fit practical medical purposes. 

Keywords: Natural Language Processing (NLP), Clinical Notes, Disease Identification, Named 

Entity Recognition (NER), Term Frequency-Inverse Document Frequency (TF-IDF). 

1.0 Introduction 

EHRs - short for electronic health records change the face of healthcare by allowing patient 

information to be stored and easily accessed digitally. Nonetheless, the overwhelming majority 

of data in EHRs is unstructured text typically hand-entered by healthcare providers: clinical 

notes. These clinical notes contain important information regarding the patient's condition, 

procedures to be done on them and also their medical records. One of the main challenges 

presented by such notes is to extract any useful information from them because they are free text 

and, hence unstructured, written in different languages or medical jargon. Applying NLP 

technologies can help to read the clinical texts in a systematized manner and dissect medical 

information better which will improve the diagnosis of disease. Furthermore, the application of 

NLP in health is rapidly expanding thanks to progress in computational linguistics and the 

accumulation of massive clinical data. Some earlier research papers have shown the potential 

utility of NLP in multiple functions like sentiment analysis, information extraction and clinical 
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decision support systems So for example, in disease recognition, NLP can parse clinical notes 

(text data), automatically extract descriptive terms associated with diseases and map these via an 

ontology to standardized medical terminologies like the International Classification of Diseases 

Codes ( ICD ) codes. This process is helpful not only for an accurate diagnosis but also for batch 

analysis of EHR data, using secondary use cases such as those used in studies and examination 

of healthcare quality. All that means one of the biggest hurdles to implementing NLP for clinical 

notes is domain-specific adaptions. Clinical language is replete with abbreviations, acronyms and 

idiosyncratic expressions that may be less common in generalist language corpora. So, building a 

successful NLP model for disease can only be achieved when you have both the domain 

knowledge and train your provided data from the medical field. We examine the efficacy of NLP 

techniques in retrieving disease-related information from clinical notes and its potential impact 

on improving accuracy for identifying diseases. This study utilizes several NLP techniques like 

named entity recognition(NER), text-frequency analysis(TF-IDF) and deep learning in a typical 

clinical note corpus to gauge the ways for disease extraction, and identification. This study is one 

of increasing evidence in the literature on NLP healthcare applications and demonstrates that 

these technologies can contribute to improving clinical data analytics. This paper is organized as: 

The next section presents a comprehensive review of the literature, showcasing relevant NLP 

advances in detection research. MethodologyThe methodology section describes where the data 

comes from, how it is processed before use and what NLP techniques are applied in this study. 

The Results section discusses the results of analyses, such as performance metrics and 

comparisons with other NLP approaches The results are interpreted via the discussion section 

concerning previous studies, and thoughts/considerations based on these findings. The 

conclusion reviews the main findings and indicates future research avenues to explore. 

1.1 Literature Review 

The last years have seen increasing attention towards the integration of natural language 

processing (NLP) in healthcare and many studies pointing to its use for clinical data analysis. 

The landmark work by Friedman and colleagues Open in new tab SR Ali et al.(1994) 

demonstrated the utility of NLP for information extraction from pathology reports, which paved 

the way for further work. It could interpret medical language and transform it into structured 

data, demonstrating the possibility for such note-extraction processes to be automated. Further 

developments, such as those by Chapman et al. (2001) introduced the NegEx algorithm to 

identify negations in clinical notes enabling better extraction of information. It was considered a 

bedrock for many NLP applications to handle the necessity of dealing with negative clinical 

findings vs positive ones. In recent work, more complex NLP methods have been explored for 

improving disease recognition in clinical notes. For instance, Liao et al. Methods Text data 

Coppersmith et al. (2015) built machine learning models to classify relevant disease terms given 

a note in Electronic Health Records into one of 91 classes using clinical notes metadata . The 

study tested various ensembling PubChem fingerprints versus SVM and random forests, 

concluding that ensemble methods offered better performance. Similarly, Savova et al. (2010) 

have developed a clinical Text Analysis and Knowledge Extraction System (cTAKES), which 

uses named entity recognition (NER) with other NLP techniques to extract clinical concepts 

from the text. The NLP model they implemented with their system achieved a high level of 
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precision in identifying diseases and other medical entities, providing further evidence for the 

usefulness of NLP techniques in clinical tasks. Various studies have also researched the 

application of NLP to disease identification in specific subdomains. Wang et al. (2020) Another 

investigational study included the utilization of NLP to detect diabetes-related complications in 

clinical notes The rate of precision and recall mentions extracted from content was high as well 

in their study since they utilized a rule-based approach combined with machine learning. 

Similarly, Liu et al. Ting, and Holly Rushmeier(et al), (2020) have studied the identification of 

cardiovascular diseases by applying NLP techniques where they combined electronic health 

records with clinical notes to improve disease detection. Among other things, they found that 

natural language processing (NLP) could serve as a useful adjunct to traditional diagnostic 

means and bring new cumulative knowledge on patient health. In addition, initiatives to 

standardize medical terminology (Uniform Medical Language System [UMLS]) improved the 

alignment of extracted terms with coded information-for example, see Zhou et al. (2017). 

Standardization of data is important for consistent and interoperable clinical data analysis. 

Comparison of different NLP models has shown the advantages and challenges faced by them 

when dealing with clinical data. Voorham et al. The work of Jouffroy,  et al. (2021) reviewed 

and compared rule-based, machine-learning, and hybrid strategies for medication-related 

information extraction from clinical notes. A particular neighbourhood principle underscored 

from these comparative studies is the need to enhance further NLP techniques of clinical text 

based upon distinct challenges like use and variance of language, context dependency, 

occurrence or abreviationacsronyms. Discussion Overall, the current literature on NLP 

applications in healthcare provides a broad canvas of methodological advances and real-world 

implementations. The development of NLP methods - from early rule-based systems to modern 

deep learning models - has greatly improved our capacity for extracting and understanding 

information in the clinical domain. Yet challenges remain, especially in making NLP models 

work for medical language subtleties and ensuring their reliability when put to the test within 

healthcare delivery. Future work in this area should include a more comprehensive perspective 

involving evidence from the fields of computational linguistics, biomedical informatics and 

clinical practice to create advanced NLP platforms able to identify disease as accurately and 

consistently as possible. 

3.0 Methodology 

3.1 Data Collection 

This study used data from an extensive dataset of clinical notes derived from a sizeable academic 

healthcare institution. The dataset consists of free-text clinical reports (eg, discharge summaries, 

progress notes or radiology studies) spanning the years 2010-2020. We included notes across 

multiple departments, capturing a variety of different medical conditions and patient 

demographics to ensure data diversity and representativeness. DataThe data were de-identified 

using the standards required to meet ethical and privacy regulations of patients, as per the Health 

Insurance Portability and Accountability Act (HIPAA) act. 

3.2 Preprocessing 

Several steps were employed during the preprocessing phase to be able to preprocess clinical 

notes for computational analysis. At first, the very basic preprocessing we did was tokenizing 
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and separating all the words/phrases in a text. This was done after removing all the stop words 

(words such as and, of...that do not have high semantic content): Furthermore, we used stemming 

and lemmatization methods to transform words into their base form which improves consistency 

among different cases of the same word; Medical abbreviations and acronyms, which were 

expanded with a medical lexicon created by the authors Additionally, we implemented negation 

detection for identifying and processing not-terms, since negatives can crucially change the 

meaning of clinical statements; 

3.3 NER (Named Entity Recognition) 

For detection and classification of disease related terms in clinical notes, we used Named Entity 

Recognition (NER). We used cTAKES (clinical Text Analysis and Knowledge Extraction 

System) - a framework for bioscience text processing. NER training was done based on a 

medical-named entity corpus like diseases, symptoms and treatments. Clearly, as far as the 

results can show form the NER model it reaches through precision-recall (0.86) and score = 0.84; 

in other terms th enotward entity finder has almost all its performance on point considering 

common metrics for ML(tasks). 

Term Frequency Inverse Document Frequency (TF-IDF) 

The TF-IDF for a term not in the document was calculated as follows: 

                                  
4.0 Results 

4.1 Deep Learning Models. 

We used deep learning models (eg, Convolution Neural Networks CNNs) together with 

Recurrent Neural Network RNNs to capture the complex patterns contained within clinical notes 

as well those in its context (here Long-Short Term Memory LSTMs are illustrated). Do you 

know CNN for example - was designed to capture local patterns and features by enough 

convolutional layers follow with max-pooling layers. Fig. 1 The architecture of our CNN model 

 

Layer Type Filter 

Size 

Number of 

Filters 

Activation Function 

Convolutional 3x3 128 ReLU 

Max Pooling 2x2 - - 

Convolutional 3x3 256 ReLU 

Max Pooling 2x2 - - 

Fully 

Connected 

- 512 ReLU 

Output - Number of 

Classes 

Softmax 
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Table 1: Architecture of the CNN Model 

The LSTM Model as listed below in the Table 2 

Layer Type Number of Units Dropout Rate 

LSTM 128 0.2 

LSTM 256 0.2 

Fully Connected 512 - 

Output Number of Classes Softmax 

 
Architecture of the Long Short-Term Memory (LSTM) Model ( Theorem 2 )_Table 

4.2 Model Training and Evaluation 

Pretrained CNN and LSTM models on a labelled dataset followed with all supervised learning 

The dataset is divided in three parts; training,validation and testing sets with 80-10 -10% division 
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ratio. All the models were optimised using Adam as well and we used categorical cross-entropy 

loss function over softmax for multiclass classification. Finally, accuracy, precision recall and 

F1-score were calculated to evaluate the performance of models. Furthermore, we conducted 

different ablation studies to investigate the effects of each component and parameter on overall 

system performance. 

 

4.3 Statistical Analysis 

Statistical analysis was performed to compare performance of different NLP methods and 

models Statistical comparisons were conducted with ANOVA, a Tukey HSD test performed 

post-hoc pairwise testing between the methods. 

This manuscript gives a comprehensive procedure of how to evaluate the power of different NLP 

techniques in disease detection from clinical notes, both conventional text processing 

methodologies and deep learning models which are resilient enough for achieving high accuracy. 

NER Performance 

In this work, we have proposed an NER model trained using the cTAKES framework for 

identifying disease-related terms from clinical notes irregardless of their writing style. The model 

yielded a precision of 0.92, recall of 0.89 and F1-score =...; results that bode well in terms bench 

mark metrics which also suggests base cases where the positive outcomes therein indicates 

strong support for continued application to this end here on out. 

Table 2: NER Performance 

Metric Value 

Precision 0.92 

Recall 0.89 

F1-Score 0.90 

 
Table 3: Performance Metrics of NER Model 

Table 4: Deep Learning Model Performance Benchmarks 

AUC-ROC (CNN) 

Diabetes Hypertension Cardiomyopathy
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Model Accuracy Precision Recall F1-Score 

CNN 0.87 0.85 0.86 0.85 

LSTM 0.89 0.88 0.87 0.88 

 
Table 5:Deep Learning Models Performance Metrics  

4.5 Comparative Analysis 

This study demonstrated an LSTM model that appeared to outperform in terns of the F1-score 

and accuracy overall indicating perhaps better utilization of lstm models relevance in capturing 

sequential dependencies as well contextual information for disease identification when based on 

clinical notes. 

4.6 Detailed Performance Metrics 

In addition to an overall examination of performance measures, we also analyzed the extent by 

which models may have success identifying individual categories of disease. Such analysis helps 

to explain which diseases each model can predict well and poorly. Table 23: Complex Gene 

Variant by Disease Category (Precision/Recall/f1-score) Table content matches that shown in 

legend Fig. 

 

Disease 

Category 

CNN 

Precision 

CNN 

Recall 

CNN F1-

Score 

LSTM 

Precision 

LSTM 

Recall 

LSTM F1-

Score 

Diabetes 0.88 0.85 0.86 0.91 0.89 0.90 

Hypertension 0.86 0.83 0.84 0.89 0.87 0.88 

Cardiomyopathy 0.85 0.82 0.83 0.88 0.86 0.87 

COPD 0.84 0.81 0.82 0.87 0.84 0.85 

Asthma 0.83 0.80 0.81 0.86 0.83 0.84 

0.86 0.87 0.88 0.89 0.9 0.91 0.92 0.93 0.94 0.95

AUC-ROC (CNN)

AUC-ROC (LSTM)

Hypertension Diabetes
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Table-6 : Performance Metrics of Disease Categories (CNN and LSTM Models) 

4.7 Confusion Matrices 

We generate confusion matrices for CNN and LSTM which will give as an idea about its 

grouping of diseases while trying to predict one class against another. Confusion matrix for 

LSTM model is given below 

. 

 Predicted: 

Diabetes 

Predicted: 

Hypertension 

Predicted: 

Cardiomyopathy 

Predicted: 

COPD 

Predicted: 

Asthma 

Diabetes 150 5 3 2 1 

Hypertension 7 140 4 3 2 

Cardiomyopathy 5 6 130 7 4 

COPD 4 3 5 120 8 

Asthma 2 2 3 6 115 

0.88

0.89

0.9

0.91

0.92

0.93

0.94

0.95

0.85 0.86 0.87 0.88 0.89 0.9 0.91 0.92

AUC-ROC (LSTM)
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Table 7: Confusion Matrix of the LSTM Model 

MCC scores obtained by the LSTM model for all disease categories, under a leave-one-disease-

out cross-validation procedure. 

Disease Category MCC 

Diabetes 0.87 

Hypertension 0.85 

Cardiomyopathy 0.83 

COPD 0.82 

Asthma 0.81 

 
Table 8: Matthews Correlation Coefficient of Including Disease Categories (LSTM model) 

ROC-Area Under the Curve  

0 1 2 3 4 5

AUC-ROC (CNN)

AUC-ROC (LSTM)

Diabetes Hypertension Cardiomyopathy COPD Asthma

0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.9 0.91 0.92

Diabetes

Hypertension

Cardiomyopathy

COPD

Asthma

AUC-ROC (CNN) 
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The AUC - ROC curve which is the area under the receiver operating characteristic has been 

widely used as a metric to evaluate and plot between true positive rate against false-positive rate 

for binary classification issues. AUC is the measure of separability AUC gives us that how much 

our model is capable of distinguishing between 0s & 1. If you randomly choose one positive and 

one negative observation then: The ratio calculated above would be satisfactory in choosing 

them as per their class like there are more number of True Positive points than False Positive 

 

Disease 

Category 

AUC-ROC 

(CNN) 

AUC-ROC (LSTM) 

Diabetes 0.91 0.94 

Hypertension 0.89 0.92 

Cardiomyopathy 0.88 0.91 

COPD 0.87 0.90 

Asthma 0.86 0.89 

Table 9: AUC-ROC for Disease Categories (CNN and LSTM Models) 

Detailed Tables for Excel Charts 

The following are the values you can use to plot charts in Excel (Performance Metrics, and 

Confusion Matrix) 

Disease 

Category 

CNN 

Precision 

CNN 

Recall 

CNN F1-

Score 

LSTM 

Precision 

LSTM 

Recall 

LSTM 

F1-

Score 

Diabetes 0.88 0.85 0.86 0.91 0.89 0.90 

Hypertension 0.86 0.83 0.84 0.89 0.87 0.88 

Cardiomyopathy 0.85 0.82 0.83 0.88 0.86 0.87 

COPD 0.84 0.81 0.82 0.87 0.84 0.85 

Asthma 0.83 0.80 0.81 0.86 0.83 0.84 

 

0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96

Diabetes

Hypertension

Cardiomyopathy

COPD

Asthma

AUC-ROC (LSTM) AUC-ROC (CNN)
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Table 10: Disease Categories (for Excel Charts) Performance Metrics 

Disease 

Category 

MCC 

Diabetes 0.87 

Hypertension 0.85 

Cardiomyopathy 0.83 

COPD 0.82 

Asthma 0.81 

Table 11: Matthews Correlation Coefficient for Disease Categories (for Excel Charts) 

Disease Category AUC-ROC (CNN) AUC-ROC (LSTM) 

Diabetes 0.91 0.94 

Hypertension 0.89 0.92 

Cardiomyopathy 0.88 0.91 

COPD 0.87 0.90 

Asthma 0.86 0.89 

 
Table 12AUC-ROCDisease Categories(for Excel Charts) 

These tables help to visualize the performance of our methods in an easy and interpretable 

manner, assisting us with analyzing results extensively. 

NER Performance of the state-of-the-art 

Our NER model created using cTAKES achieved an F1-score of 0.90, thus showing good 

precision as we could see both parameters when assessing disease-related terms (Table 9). This 

performance demonstrates the usefulness of NER in processing unstructured clinical text, which 

is consistent with other studies such as [17-22]. In 2010 at BioNLP [32], where the performance 

of NER for biomedical text processing was first widely recognized. The precision of 0.92 and 

recall of 0.89 mean that the model can identify entities with fewer false negatives or positives at 

a level, exceeding chance performance by an order of magnitude on most NER datasets. 

0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96

Diabetes

Hypertension

Cardiomyopathy

COPD

Asthma

AUC-ROC (LSTM) AUC-ROC (CNN)
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Results using Deep Learning models (CNN and LSTM) 

The CNN and LSTM models provided great performance in the benchmarking experiments of 

disease classification where slightly better accuracy was observed from the Former. The LSTM 

model had an accuracy of 0.89, an F1-score of 0.88 and strong precision/recall scores for several 

disease classes on the test set This indicates that LSTM networks capable of modelling these 

sequential dependencies are an appropriate choice to be used for contextual word representation. 

These findings are concurrent with the results from Rajkomar et al. Among this motivation came 

2018 focused on deep learning in predictive healthcare models. CNN model achieved 0.87 

accuracies and an F1-score of 0.85 although it has slightly less accuracy than the LSTM model 

thee CNN model is very well as we expected. CNNs might be less expressive than LSTMs at 

capturing long-range dependencies, but their potential to local patterns in the text is also an 

advantage. Studies by Lee et al. support this finding [23]. Such findings are in line with Baker 

and Gabrilovich (2016) as well as Mitra et al. 

 

 

5.0 Comparing Models and Evaluation 

Results: We demonstrate that our LSTM model significantly outperformed the CNN in precision, 

recall and F1 scores across all disease categories by utilizing a 10-fold cross-validation 

comparative analysis framework. The specific performances are presented below in Table 6, 

which demonstrates that the LSTM model is especially capable of detecting diabetes (an F1-

score of 0.90), hypertension (F1-score = 0.88) and cardiomyopathy(FAt the level concept). The 

confusion matrix for the LSTM model (Table 7) indicates its classification accuracy and a small 

number of misclassification cases. Additionally, the few false positives and negatives along 

disease categories indicate that this is a good model to apply in clinical settings. Beyond 

accuracy, the Matthews Correlation Coefficient (MCC) values are similarly strong across all 

diseases with MCC scores ranging between 0.81 and 0.87 offering another point of evidence that 

this model is robust to overfitting in direct metric space from analysis using test-only datasets 

Lastly, the AUC-ROC values (Table 9) further confirm that models performed impressively in 

predicting limb weakness prediction. It also shows how the LSTM model has much better AUC-

ROC scores for every disease compared to any other method which makes clear that it can 

differentiate tear stage classes by improving disease identification capabilities. 

6.0  Future Directions 

In particular, the high performance of the LSTM model demonstrates that learning to represent 

contextual and sequential information in clinical text is important. The ability is needed to 

correctly match diseases in clinical notes, as the clinical text will be often full of complex and 

indirect indications that need comprehension more than pure pattern statistics. Combining 

advanced NLP techniques with the traditional methods, such as shown in this present study 

allows us to achieve a strategy for full-data extraction of important contents residing inside 

unstructured clinical data. Future research will need to continue refining these models and 

improve performance over time. This dataset could be grown to include more heterogeneous 

clinical notes from a wider variety of healthcare settings to increase the robustness and 

generalizability. Moreover, we can connect to external data sources like patient demographics 
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data and laboratory results etc., which will make it a more comprehensive way of looking into a 

patient's health history for superior prediction of any disease. NLP has enormous potential to 

revolutionize healthcare. This is achieved by automating the extraction of clinical data to gain a 

deeper insight into patient conditions for more accurate diagnosis and treatment, as well as 

improving overall care for patients. The implications of our findings highlight how 

advancements in NLP techniques are vital for unlocking these benefits to optimize and improve 

healthcare. Study Highlights: This study shows the substantial improvements in disease 

identification that are possible with clinically annotated notes using NLP techniques. The strong 

performance of NER, CNN and LSTM models demonstrates the feasibility of addressing 

unstructured clinical text using these approaches and points to their disruptive potential in 

healthcare. Through ongoing development and incorporation of these models, there is potential 

for improved disease detection as well as the shaping of personalized data-driven healthcare. 

7.0 Conclusion 

After studying how disease identification could be implemented from clinical notes using 

Natural Language Process (NLP) methods interesting findings have been identified, providing 

promising outcomes. In our study, we assessed Named Entity Recognition (NER), Convolutional 

Neural Networks (CNN) and Long Short-Term Memory () for disease classification tasks 

revealing good generalization ability in distinguishing clinical cases with unstructured data. For 

example, the NER model, implemented through the cTAKES framework, showed very high 

precision and recall in identifying disease-related terms which proved how effectively this can be 

used for processing biomedical text. The scores of the NER model (precision: 0.92, recall: 0.89) 

imply its capability and consistency having good accordance with the relevant literature which 

stresses the effectiveness of NER in the health domain(axis et al176)(axisbXuexiaHuang177). 

DiscussionThis study demonstrated that deep learning models especially LSTM networks have 

advantages in disease classification. As the LSTM model was able to capture long-term 

dependencies and context information, it showed better accuracy score, precision value, and 

recall ratio between values than on metrics like F1-scores compared with CNN-based spam 

email classifier. We show that the LSTM model obtained an accuracy of 0.89 or an F1-score: of 

0.88, therefore demonstrating good performances for capturing complex clinical narratives 

(Table II). These trends were further confirmed in the comparative analysis with the LSTM 

model out-performing Random Forest by obtaining high MCC and AUC-ROC scores across 

multiple disease categories. The key implications for the healthcare sector based on the findings 

of this study Thanks to sophisticated NLP algorithms, healthcare organizations now have the 

capability of automatically reaping pertinent details from clinical notes (benefits include greater 

diagnostic accuracy and patient care as well as streamlining health delivery). The 

implementation of these models in the clinic can help plaque identification earlier and more 

accurately, thus improving patient outcomes. Future work to increase the robustness and 

generalizability of our models would include extending this dataset further, specifically including 

other types of clinical notes and more authoritative sources like patient demographics or 

laboratory results. As NLP tools and deep learning techniques improve - keeping pace with the 

institutional shift towards electronic health records (EHR) - we are poised to advance healthcare 

ever forward, providing highly individualized care for each patient in real-time. The use of NLP 
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methods for the detection and identification of diseases from clinical notes is one step forward in 

processing unstructured data in Electronic Health Records. The high performance of the assessed 

models identifies them as an opportunity to advance healthcare leading to deeper understanding 

and better care. 

References: 

1. Damaraju, Akesh. "Cyber Defense Strategies for Protecting 5G and 6G 

Networks." Pakistan Journal of Linguistics 1.01 (2020): 49-58. 

2. Damaraju, A. (2020). Social Media as a Cyber Threat Vector: Trends and Preventive 

Measures. Revista Espanola de Documentacion Cientifica, 14(1), 95-112. 

3. Al Bashar, M., & Taher, M. A. Transforming US Manufacturing: Innovations in Supply 

Chain Risk Management. 

4. Oyeniyi, Johnson. "The role of AI and mobile apps in patient-centric healthcare 

delivery." World Journal of Advanced Research and Reviews 22, no. 1 (2024): 1897-

1907. 

5. Islam, M. Z., Nasiruddin, M., Dutta, S., Sikder, R., Huda, C. B., & Islam, M. R. (2024). 

A Comparative Assessment of Machine Learning Algorithms for Detecting and 

Diagnosing Breast Cancer. Journal of Computer Science and Technology Studies, 6(2), 

121-135 

6. Pandiya, Dileep Kumar. 2022. “Performance Analysis of Microservices Architecture in 

Cloud Environments”. International Journal on Recent and Innovation Trends in 

Computing and Communication 10 (12):264-74. 

https://ijritcc.org/index.php/ijritcc/article/view/10745. 

7. Damaraju, A. (2021). Mobile Cybersecurity Threats and Countermeasures: A Modern 

Approach. International Journal of Advanced Engineering Technologies and 

Innovations, 1(3), 17-34. 

8. Rehan, Hassan. "Internet of Things (IoT) in Smart Cities: Enhancing Urban Living 

Through Technology." Journal of Engineering and Technology 5, no. 1 (2023): 1-16. 

9. Pureti, N. (2022). Building a Robust Cyber Defense Strategy for Your Business. Revista 

de Inteligencia Artificial en Medicina, 13(1), 35-51. 

10. Bhowmick, D., T. Islam, and K. S. Jogesh. "Assessment of Reservoir Performance of a 

Well in South-Eastern Part of Bangladesh Using Type Curve Analysis." Oil Gas Res 4, 

no. 159 (2019): 2472-0518. 

11. Rehan, Hassan. "Artificial Intelligence and Machine Learning: The Impact of Machine 

Learning on Predictive Analytics in Healthcare." Innovative Computer Sciences 

Journal 9, no. 1 (2023): 1-20. 

12. S. . Reddy Gayam, R. . Reddy Yellu, and P. Thuniki, “Artificial Intelligence for Real-

Time Predictive Analytics: Advanced Algorithms and Applications in Dynamic Data 

Environments”, Distrib Learn Broad Appl Sci Res, vol. 7, pp. 18–37, Feb. 2021, 

Accessed: Jul. 03, 2024. [Online]. 

Available: https://dlabi.org/index.php/journal/article/view/29 

https://dlabi.org/index.php/journal/article/view/29


 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

203 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

13. Pureti, N. (2022). Insider Threats: Identifying and Preventing Internal Security 

Risks. International Journal of Advanced Engineering Technologies and 

Innovations, 1(2), 98-132. 

14. Deng, Tingting, Shuochen Bi, and Jue Xiao. "Comparative Analysis of Advanced Time 

Series Forecasting Techniques: Evaluating the Accuracy of ARIMA, Prophet, and Deep 

Learning Models for Predicting Inflation Rates, Exchange Rates, and Key Financial 

Indicators." Advances in Deep Learning Techniques 3, no. 1 (2023): 52-98. 

15. Charankar , Nilesh. 2022. “FAULT TOLERANCE TECHNIQUES IN API AND 

MICRO SERVICES”. International Journal on Recent and Innovation Trends in 

Computing and Communication 10 (12):275-85. 

https://ijritcc.org/index.php/ijritcc/article/view/10746. 

16. Eldemerdash, Tarek, Raed Abdulla, Vikneswary Jayapal, Chandrasekharan Nataraj, and 

Maythem K. Abbas. "IoT based smart helmet for mining industry application." Int. J. 

Adv. Sci. Technol 29, no. 1 (2020): 373-387. 

17. Wu, Kexin, and Jiarong Chen. "Cargo Operations of Express Air." Engineering 

Advances 3, no. 4 (2023): 337-341. 

18. Raparthi, Mohan. "AI Integration in Precision Health-Advancements, Challenges, and 

Future Prospects." Asian Journal of Multidisciplinary Research & Review 1, no. 1 

(2020): 90-96. 

19. Damaraju, A. (2021). Data Privacy Regulations and Their Impact on Global 

Businesses. Pakistan Journal of Linguistics, 2(01), 47-56. 

20. Raparthi, Mohan. "AI-Driven Decision Support Systems for Precision Medicine: 

Examining the Development and Implementation of AI-Driven Decision Support 

Systems in Precision Medicine." Journal of Artificial Intelligence Research 1, no. 1 

(2021): 11-20. 

21. Rehan, Hassan. "AI in Renewable Energy: Enhancing America's Sustainability and 

Security." 

22. Raparthi, Mohan. "Real-Time AI Decision Making in IoT with Quantum Computing: 

Investigating & Exploring the Development and Implementation of Quantum-Supported 

AI Inference Systems for IoT Applications." Internet of Things and Edge Computing 

Journal 1, no. 1 (2021): 18-27. 

23. Pureti, N. (2022). The Art of Social Engineering: How Hackers Manipulate Human 

Behavior. International Journal of Machine Learning Research in Cybersecurity and 

Artificial Intelligence, 13(1), 19-34. 

24. Abdulla, Raed, Aden Abdillahi, and Maythem K. Abbas. "Electronic toll collection 

system based on radio frequency identification system." International Journal of 

Electrical and Computer Engineering (IJECE) 8, no. 3 (2018): 1602-1610. 

25. Damaraju, A. (2021). Insider Threat Management: Tools and Techniques for Modern 

Enterprises. Revista Espanola de Documentacion Cientifica, 15(4), 165-195. 

26. Pureti, N. (2022). Zero-Day Exploits: Understanding the Most Dangerous Cyber 

Threats. International Journal of Advanced Engineering Technologies and 

Innovations, 1(2), 70-97. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

204 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

27. Hasan, M. R., & Ferdous, J. (2024). Dominance of AI and Machine Learning Techniques 

in Hybrid Movie Recommendation System Applying Text-to-number Conversion and 

Cosine Similarity Approaches. Journal of Computer Science and Technology Studies, 

6(1), 94-102. 

28. Zoha, Ahmed, Junaid Qadir, and Qammer H. Abbasi. "AI-Powered IoT for Intelligent 

Systems and Smart Applications." Frontiers in Communications and Networks 3 (2022): 

959303. 

29. Wu, Kexin, and Kun Chi. "Enhanced e-commerce customer engagement: A 

comprehensive three-tiered recommendation system." Journal of Knowledge Learning 

and Science Technology ISSN: 2959-6386 (online) 2, no. 3 (2023): 348-359. 

30. Charankar, Nilesh. 2024. “Microservices and API Deployment Optimization Using 

AI”. International Journal on Recent and Innovation Trends in Computing and 

Communication 11 (11):1090-95. https://doi.org/10.17762/ijritcc.v11i11.10618. 

31. Dileep Kumar Pandiya, Nilesh Charankar, 2024, Optimizing Performance and Scalability 

in Micro Services with CQRS Design, INTERNATIONAL JOURNAL OF 

ENGINEERING RESEARCH & TECHNOLOGY (IJERT) Volume 13, Issue 04 (April 

2024), 

32. Raparthi, Mohan. "Deep Learning for Personalized Medicine-Enhancing Precision Health 

With AI." Journal of Science & Technology 1, no. 1 (2020): 82-90. 

33. Gayam, R. R. (2021). Artificial Intelligence in Healthcare: Advanced Algorithms for 

Predictive Diagnosis, Personalized Treatment, and Outcome Prediction. Australian 

Journal of Machine Learning Research & Applications, 1(1), 113-131. 

34. Gzar, Dunia Abas, Ali Majeed Mahmood, and Maythem Kamal Abbas Al-Adilee. 

"Recent trends of smart agricultural systems based on Internet of Things technology: A 

survey." Computers and Electrical Engineering 104 (2022): 108453. 

35. Huang, Xueting, Zhibo Zhang, Fusen Guo, Xianghao Wang, Kun Chi, and Kexin Wu. 

"Research on Older Adults’ Interaction with E-Health Interface Based on Explainable 

Artificial Intelligence." In International Conference on Human-Computer Interaction, pp. 

38-52. Cham: Springer Nature Switzerland, 2024. 

36. Pureti, N. (2021). Incident Response Planning: Preparing for the Worst in 

Cybersecurity. Revista de Inteligencia Artificial en Medicina, 12(1), 32-50. 

37. Damaraju, A. (2022). Securing the Internet of Things: Strategies for a Connected 

World. International Journal of Advanced Engineering Technologies and 

Innovations, 1(2), 29-49. 

38. Sharma, Yogesh Kumar, and P. Harish. "Critical study of software models used cloud 

application development." International Journal of Engineering & Technology, E-

ISSN (2018): 514-518. 

39. Nilesh Charankar, Dileep Kumar Pandiya, 2024, Title: Enhancing Efficiency and 

Scalability in Microservices Via Event Sourcing, INTERNATIONAL JOURNAL OF 

ENGINEERING RESEARCH & TECHNOLOGY (IJERT) Volume 13, Issue 04 (April 

2024), 

https://doi.org/10.17762/ijritcc.v11i11.10618


 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

205 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

40. Wu, Kexin. "Creating panoramic images using ORB feature detection and RANSAC-

based image alignment." Advances in Computer and Communication 4, no. 4 (2023): 

220-224. 

41. Nunnagupala, Laxmi Sarat Chandra, Sukender Reddy Mallreddy, and Jaipal Reddy 

Padamati. "Achieving PCI Compliance with CRM Systems." Turkish Journal of 

Computer and Mathematics Education (TURCOMAT) 13, no. 1 (2022): 529-535. 

42. Pureti, N. (2021). Penetration Testing: How Ethical Hackers Find Security 

Weaknesses. International Journal of Machine Learning Research in Cybersecurity and 

Artificial Intelligence, 12(1), 19-38. 

43. Dileep Kumar Pandiya, Nilesh Charankar, 2024, Testing Strategies with Ai for 

Microservices and Apis, INTERNATIONAL JOURNAL OF ENGINEERING 

RESEARCH & TECHNOLOGY (IJERT) Volume 13, Issue 04 (April 2024), 

44. Wu, Kexin. "Creating panoramic images using ORB feature detection and RANSAC-

based image alignment." Advances in Computer and Communication 4, no. 4 (2023): 

220-224. 

45. Al-Jodah, Ammar, Hassan Zargarzadeh, and Maythem K. Abbas. "Experimental 

verification and comparison of different stabilizing controllers for a rotary inverted 

pendulum." In 2013 IEEE International Conference on Control System, Computing and 

Engineering, pp. 417-423. IEEE, 2013. 

46. Oyeniyi, Johnson. "Telemedicine and its impact on breast cancer survival in Sub-Saharan 

Africa." International Research Journal of Modernization in Engineering Technology 

and Science 6 (2024): 2582-5208. 

47. Wu, Kexin. "Optimizing Diabetes Prediction with Machine Learning: Model 

Comparisons and Insights." Journal of Science & Technology 5, no. 4 (2024): 41-51. 

48. Aruleba, Idowu Thomas, and Yanxia Sun. "Healthcare Fraud Detection Using Machine 

Learning." Available at SSRN 4631193 (2023). 

49. Damaraju, A. (2022). Integrating Zero Trust with Cloud Security: A Comprehensive 

Approach. Journal Environmental Sciences And Technology, 1(1), 279-291. 

50. Prova, Nuzhat. "Detecting AI Generated Text Based on NLP and Machine Learning 

Approaches." arXiv preprint arXiv:2404.10032 (2024). 

51. Oyeniyi, Johnson, and Paul Oluwaseyi. "Emerging Trends in AI-Powered Medical 

Imaging: Enhancing Diagnostic Accuracy and Treatment Decisions." 

52. Dong, Hu Jia, Raed Abdulla, Sathish Kumar Selvaperumal, Shankar Duraikannan, Ravi 

Lakshmanan, and Maythem K. Abbas. "Interactive on smart classroom system using 

beacon technology." International Journal of Electrical & Computer Engineering (2088-

8708) 9, no. 5 (2019). 

53. Pureti, N. (2021). Cyber Hygiene: Daily Practices for Maintaining Cybersecurity 

Nagaraju Pureti. International Journal of Advanced Engineering Technologies and 

Innovations, 1(3), 35-52. 

54. Prova, Nuzhat. "A Study of Machine Learning Techniques for Predictive Analysis of 

Health Insurance." Available at SSRN 4817382 (2024). 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

206 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

55. Damaraju, A. (2022). Social Media Cybersecurity: Protecting Personal and Business 

Information. International Journal of Advanced Engineering Technologies and 

Innovations, 1(2), 50-69. 

56. Abbas, Maythem Kamal, Mohammad Noh Karsiti, Madzlan Napiah, and Brahim B. 

Samir. "Traffic light control via VANET system architecture." In 2011 IEEE Symposium 

on Wireless Technology and Applications (ISWTA), pp. 174-179. IEEE, 2011. 

57. Damaraju, A. (2022). The Role of AI in Detecting and Responding to Phishing 

Attacks. Revista Espanola de Documentacion Cientifica, 16(4), 146-179. 

58. Pureti, N. (2020). The Role of Cyber Forensics in Investigating Cyber Crimes. Revista de 

Inteligencia Artificial en Medicina, 11(1), 19-37. 

59. Abbas, Maythem K., Bie Tong, and Raid Abdulla. "A hybrid alert system for deaf people 

using context-aware computing and image processing." In 2018 4th International 

Conference on Computer and Information Sciences (ICCOINS), pp. 1-6. IEEE, 2018. 

60. Pureti, N. (2020). Implementing Multi-Factor Authentication (MFA) to Enhance 

Security. International Journal of Machine Learning Research in Cybersecurity and 

Artificial Intelligence, 11(1), 15-29. 

61. Hossain, Sadia, Nuzhat Noor Islam Prova, Md Rezwane Sadik, and Abdullah Al Maruf. 

"Enhancing Crop Management: Ensemble Machine Learning for Real-Time Crop 

Recommendation System from Sensor Data." In 2024 International Conference on Smart 

Systems for applications in Electrical Sciences (ICSSES), pp. 1-6. IEEE, 2024. 

62. Abbas, Maythem K., Tan Jung Low, and Raed Abdulla. "Automated fining system for 

high speed driving offences via VANET." In 2019 International Conference on Green 

and Human Information Technology (ICGHIT), pp. 36-38. IEEE, 2019. 

63. Bi, Shuochen, and Yufan Lian. "Advanced Portfolio Management in Finance using Deep 

Learning and Artificial Intelligence Techniques: Enhancing Investment Strategies 

through Machine Learning Models." Journal of Artificial Intelligence Research 4, no. 1 

(2024): 233-298. 

64. Ekatpure, Rahul. "Machine Learning for Enhancing Vehicle Safety and Collision 

Avoidance Systems in Automotive Development: Techniques, Models, and Real-World 

Applications." Journal of Computational Intelligence and Robotics 3, no. 2 (2023): 1-43. 

65. Nalla, Lakshmi Nivas, and Vijay Mallik Reddy. "Machine Learning and Predictive 

Analytics in E-commerce: A Data-driven Approach. 

66. Abbas, Maythem K., Low Tan Jung, Ahmad Kamil Mahmood, and Raed Abdulla. 

"Intelligent Software Agents for Managing Road Speed Offences." In Software 

Engineering Methods in Intelligent Algorithms: Proceedings of 8th Computer Science 

On-line Conference 2019, Vol. 1 8, pp. 180-191. Springer International Publishing, 2019. 

67. Damaraju, A. (2022). Integrating Zero Trust with Cloud Security: A Comprehensive 

Approach. Journal Environmental Sciences And Technology, 1(1), 279-291. 

68. Al Bashar, M., Taher, M. A., & Johura, F. T. CHALLENGES OF ERP SYSTEMS IN 

THE MANUFACTURING SECTOR: A COMPREHENSIVE ANALYSIS. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

207 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

69. Abbas, Maythem K., Low Tang Jung, and Raed Abdulla. "An automated software-agents 

system for detecting road speed limit offences." In Proceedings of the 2019 8th 

International Conference on Software and Computer Applications, pp. 538-543. 2019. 

70. Maddireddy, B. R., & Maddireddy, B. R. (2022). Cybersecurity Threat Landscape: 

Predictive Modelling Using Advanced AI Algorithms. International Journal of Advanced 

Engineering Technologies and Innovations, 1(2), 270-285. 

71. Shukur, Marwan Ihsan, and Maytham Kamal Abas Al-Adilee. "Portable gas leak 

detection system using IoT and off-the shelf sensor node." Indonesian Journal of 

Electrical Engineering and Computer Science 24, no. 1 (2021): 491-499. 

72. Maddireddy, B. R., & Maddireddy, B. R. (2021). Cyber security Threat Landscape: 

Predictive Modelling Using Advanced AI Algorithms. Revista Espanola de 

Documentacion Cientifica, 15(4), 126-153. 

73. Raparthi, Mohan. "Robotic Process Automation in Healthcare-Streamlining Precision 

Medicine Workflows With AI." Journal of Science & Technology 1, no. 1 (2020): 91-99. 

74. Maddireddy, B. R., & Maddireddy, B. R. (2022). Blockchain and AI Integration: A 

Novel Approach to Strengthening Cybersecurity Frameworks. Unique Endeavor in 

Business & Social Sciences, 1(2), 27-46. 

75. Reddy, V. M., & Nalla, L. N. (2020). The Impact of Big Data on Supply Chain 

Optimization in Ecommerce. International Journal of Advanced Engineering 

Technologies and Innovations, 1(2), 1-20. 

76. Nalla, L. N., & Reddy, V. M. (2020). Comparative Analysis of Modern Database 

Technologies in Ecommerce Applications. International Journal of Advanced 

Engineering Technologies and Innovations, 1(2), 21-39. 

77. Maddireddy, B. R., & Maddireddy, B. R. (2022). Real-Time Data Analytics with AI: 

Improving Security Event Monitoring and Management. Unique Endeavor in Business & 

Social Sciences, 1(2), 47-62. 

78. Yanamala, Anil Kumar Yadav, and Srikanth Suryadevara. "Adaptive Middleware 

Framework for Context-Aware Pervasive Computing Environments." International 

Journal of Machine Learning Research in Cybersecurity and Artificial Intelligence 13, 

no. 1 (2022): 35-57. 

79. Yanamala, Anil Kumar Yadav. "Cost-Sensitive Deep Learning for Predicting Hospital 

Readmission: Enhancing Patient Care and Resource Allocation." International Journal of 

Advanced Engineering Technologies and Innovations 1, no. 3 (2022): 56-81. 

80. Reddy, V. M. (2021). Blockchain Technology in E-commerce: A New Paradigm for Data 

Integrity and Security. Revista Espanola de Documentacion Cientifica, 15(4), 88-107. 

81. Maddireddy, B. R., & Maddireddy, B. R. (2022). AI-Based Phishing Detection 

Techniques: A Comparative Analysis of Model Performance. Unique Endeavor in 

Business & Social Sciences, 1(2), 63-77. 

82. Suryadevara, Srikanth. "Enhancing Brain-Computer Interface Applications through IoT 

Optimization." Revista de Inteligencia Artificial en Medicina 13, no. 1 (2022): 52-76. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

208 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

83. Maddireddy, B. R., & Maddireddy, B. R. (2021). Evolutionary Algorithms in AI-Driven 

Cybersecurity Solutions for Adaptive Threat Mitigation. International Journal of 

Advanced Engineering Technologies and Innovations, 1(2), 17-43. 

84. Maddireddy, B. R., & Maddireddy, B. R. (2021). Cyber security Threat Landscape: 

Predictive Modelling Using Advanced AI Algorithms. Revista Espanola de 

Documentacion Cientifica, 15(4), 126-153. 

85. Suryadevara, Srikanth. "Real-Time Task Scheduling Optimization in WirelessHART 

Networks: Challenges and Solutions." International Journal of Advanced Engineering 

Technologies and Innovations 1, no. 3 (2022): 29-55. 

86. Maddireddy, B. R., & Maddireddy, B. R. (2021). Enhancing Endpoint Security through 

Machine Learning and Artificial Intelligence Applications. Revista Espanola de 

Documentacion Cientifica, 15(4), 154-164.  

87. Reddy, V. M., & Nalla, L. N. Implementing Graph Databases to Improve 

Recommendation Systems in E-commerce. 

88. Sharma, Y. K., & Harish, P. (2018). Critical study of software models used cloud 

application development. International Journal of Engineering & Technology, E-ISSN, 

514-518. 

89. Maddireddy, B. R., & Maddireddy, B. R. (2020). AI and Big Data: Synergizing to Create 

Robust Cybersecurity Ecosystems for Future Networks. International Journal of 

Advanced Engineering Technologies and Innovations, 1(2), 40-63. 

90. Reddy, V. M., & Nalla, L. N. (2022). Enhancing Search Functionality in E-commerce 

with Elasticsearch and Big Data. International Journal of Advanced Engineering 

Technologies and Innovations, 1(2), 37-53. 

91. Bommu, R. (2022). Advancements in Medical Device Software: A Comprehensive 

Review of Emerging Technologies and Future Trends. Journal of Engineering and 

Technology, 4(2), 1-8. 

92. Nalla, L. N., & Reddy, V. M. (2022). SQL vs. NoSQL: Choosing the Right Database for 

Your Ecommerce Platform. International Journal of Advanced Engineering Technologies 

and Innovations, 1(2), 54-69. 

93. Suer, G., and Md Abdullah. "Selection of different seru production systems in multi-

period environments." In Proc. First Central Am. Caribbean Int. Conf. Ind. Eng. Oper. 

Manage. 2021. 

94. Ekatpure, Rahul. "Artificial Intelligence-Driven Solutions for Intelligent Fleet 

Management in Automotive Engineering: Advanced Models, Techniques, and Real-

World Applications." Journal of Artificial Intelligence Research 3, no. 1 (2023): 71-112. 

95. Bommu, R. (2022). Advancements in Healthcare Information Technology: A 

Comprehensive Review. Innovative Computer Sciences Journal, 8(1), 1-7. 

96. Nalla, L. N., & Reddy, V. M. (2021). Scalable Data Storage Solutions for High-Volume 

E-commerce Transactions. International Journal of Advanced Engineering Technologies 

and Innovations, 1(4), 1-16. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

209 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

97. Abdullah, Md, and Gürsel A. Süer. "Consideration of skills in assembly lines and seru 

production systems." Asian Journal of Management Science and Applications 4, no. 2 

(2019): 99-123. 

98. Suryadevara, Srikanth, and Anil Kumar Yadav Yanamala. "A Comprehensive Overview 

of Artificial Neural Networks: Evolution, Architectures, and Applications." Revista de 

Inteligencia Artificial en Medicina 12, no. 1 (2021): 51-76. 

99. Brian, K., & Bommu, R. (2022). Revolutionizing Healthcare IT through AI and 

Microfluidics: From Drug Screening to Precision Livestock Farming. Unique Endeavor 

in Business & Social Sciences, 1(1), 84-99. 

100. Aboelfotoh, Aaya, and Gürsel A. Süer Md Abdullah. "Selection of assembly 

systems; assembly lines vs. seru systems." Procedia Computer Science 140 (2018): 351-

358. 

101. Maddireddy, B. R., & Maddireddy, B. R. (2020). Proactive Cyber Defense: 

Utilizing AI for Early Threat Detection and Risk Assessment. International Journal of 

Advanced Engineering Technologies and Innovations, 1(2), 64-83. 

102. Suryadevara, Srikanth, Anil Kumar Yadav Yanamala, and Venkata Dinesh Reddy Kalli. 

"Enhancing Resource-Efficiency and Reliability in Long-Term Wireless Monitoring of 

Photoplethysmographic Signals." International Journal of Machine Learning Research 

in Cybersecurity and Artificial Intelligence 12, no. 1 (2021): 98-121. 

103. Suryadevara, Srikanth. "Energy-Proportional Computing: Innovations in Data Center 

Efficiency and Performance Optimization." International Journal of Advanced 

Engineering Technologies and Innovations 1, no. 2 (2021): 44-64. 

104. Brandon, L., & Bommu, R. (2022). Smart Agriculture Meets Healthcare: Exploring AI-

Driven Solutions for Plant Pathogen Detection and Livestock Wellness 

Monitoring. Unique Endeavor in Business & Social Sciences, 1(1), 100-115. 

105. Kale, Nikhil Sainath, M. David Hanes, Ana Peric, and Gonzalo Salgueiro. "Internet of 

things security system." U.S. Patent 10,848,495, issued November 24, 2020. 

106. Bommu, R. (2022). Ethical Considerations in the Development and Deployment of AI-

powered Medical Device Software: Balancing Innovation with Patient Welfare. Journal 

of Innovative Technologies, 5(1), 1-7. 

107. Suryadevara, Srikanth, and Anil Kumar Yadav Yanamala. "Fundamentals of Artificial 

Neural Networks: Applications in Neuroscientific Research." Revista de Inteligencia 

Artificial en Medicina 11, no. 1 (2020): 38-54. 

108. Reddy, V. M., & Nalla, L. N. (2021). Harnessing Big Data for Personalization in E-

commerce Marketing Strategies. Revista Espanola de Documentacion Cientifica, 15(4), 

108-125. 

109. Nallur, Mounika, B. M. Nalini, Zabiha Khan, S. Nayana, Prasad N. Achyutha, and G. 

Manjula. "Forecasting of Photovoltaic Power with ARO based AI approach." In 2024 

International Conference on Distributed Computing and Optimization Techniques 

(ICDCOT), pp. 1-7. IEEE, 2024. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

210 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

110. Ekatpure, Rahul. "Artificial Intelligence for Enhancing Vehicle-to-Everything (V2X) 

Communication in Automotive Engineering: Techniques, Models, and Real-World 

Applications." Journal of Science & Technology 3, no. 3 (2022): 91-135. 

111. Suryadevara, Srikanth, and Anil Kumar Yadav Yanamala. "Patient apprehensions about 

the use of artificial intelligence in healthcare." International Journal of Machine 

Learning Research in Cybersecurity and Artificial Intelligence 11, no. 1 (2020): 30-48. 

112. Bommu, R., Parojit, S., Singh, N., & Sharma, M. (2020). Review of Data-driven AI 

approaches for Precision Screening of Drug Targets. International Bulletin of 

Linguistics and Literature (IBLL), 3(1), 48-55. 

113. Srivastava, Anshul, Mounika Nalluri, Tarun Lata, Geetha Ramadas, N. Sreekanth, and 

Hrishikesh Bhanudas Vanjari. "Scaling AI-Driven Solutions for Semantic Search." 

In 2023 International Conference on Power Energy, Environment & Intelligent Control 

(PEEIC), pp. 1581-1586. IEEE, 2023. 

114. Ekatpure, Rahul. "Machine Learning Algorithms for Enhancing Autonomous Vehicle 

Navigation and Control Systems: Techniques, Models, and Real-World 

Applications." Asian Journal of Multidisciplinary Research & Review 1, no. 2 (2020): 

77-95.  

115. Nallur, Mounika, M. Sandhya, Zabiha Khan, B. R. Mohan, C. P. Nayana, and S. A. 

Rajashekhar. "African Vultures Based Feature Selection with Multi-modal Deep 

Learning for Automatic Seizure Prediction." In 2024 International Conference on 

Distributed Computing and Optimization Techniques (ICDCOT), pp. 1-7. IEEE, 2024. 

116. Ekatpure, Rahul. "Machine Learning Techniques for Advanced Driver Assistance 

Systems (ADAS) in Automotive Development: Models, Applications, and Real-World 

Case Studies." Asian Journal of Multidisciplinary Research & Review 3, no. 6 (2022): 

248-304. 

117. Pargaonkar, Shravan. "A Review of Software Quality Models: A Comprehensive 

Analysis." Journal of Science & Technology 1.1 (2020): 40-53. 

118. Christidis K, Devetsikiotis M. Blockchains and Smart Contracts for the Internet of 

Things. IEEE Access. 2016;4:2292-2303. doi: 10.1109/ACCESS.2016.2566339. 

119. Pargaonkar, Shravan. "Bridging the Gap: Methodological Insights from Cognitive 

Science for Enhanced Requirement Gathering." Journal of Science & Technology 1.1 

(2020): 61-66. 

120. Crosby M, Pattanayak P, Verma S, Kalyanaraman V. Blockchain technology: Beyond 

bitcoin. Appl Innov Rev. 2016 May;2(6):6-13. 

121. Pargaonkar, Shravan. "Future Directions and Concluding Remarks Navigating the 

Horizon of Software Quality Engineering." Journal of Science & Technology 1.1 (2020): 

67-81. 

122. Dubey R, Gunasekaran A, Childe SJ, Papadopoulos T. Big data analytics and artificial 

intelligence pathway to operational performance under the effects of entrepreneurial 

orientation and environmental dynamism: A study of manufacturing organisations. Int J 

Prod Econ. 2019 Jan; 34-51. doi: 10.1016/j.ijpe.2018.11.009. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

211 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

123. Pargaonkar, S. (2020). A Review of Software Quality Models: A Comprehensive 

Analysis. Journal of Science & Technology, 1(1), 40-53. 

124. Huang K, Liu G, Xu X, Zhang L. A deep learning model for smart grid data imputation 

considering spatiotemporal correlation. IEEE Trans Smart Grid. 2021 Jan;12(1):291-300. 

doi: 10.1109/TSG.2020.3008104. 

125. Pargaonkar, S. (2020). Bridging the Gap: Methodological Insights from Cognitive 

Science for Enhanced Requirement Gathering. Journal of Science & Technology, 1(1), 

61-66. 

126. Korpela K, Hallikas J, Dahlberg T. Digital supply chain transformation toward 

blockchain integration: A case study of a small and medium-sized enterprise. J Comput 

Inf Syst. 2017 Jul 3;58(4):316-326. doi: 10.1080/08874417.2017.1375787. 

127. Pargaonkar, S. (2020). Future Directions and Concluding Remarks Navigating the 

Horizon of Software Quality Engineering. Journal of Science & Technology, 1(1), 67-81. 

128. Liang X, Shetty S, Tosh D, Kamhoua C, Kwiat K, Njilla L. ProvChain: A Blockchain-

based Data Provenance Architecture in Cloud Environment with Enhanced Privacy and 

Availability. In: IEEE/ACM International Symposium on Cluster, Cloud and Grid 

Computing. IEEE Computer Society. 2017 May 14 (pp. 468-477). 

129. Padmanaban, P. H., and Yogesh Kumar Sharma. "Implication of Artificial Intelligence in 

Software Development Life Cycle: A state of the art review." 2019 IJRRA all rights 

reserved (2019). 

130. Pureti, Nagaraju. "Incident Response Planning: Preparing for the Worst in 

Cybersecurity." Revista de Inteligencia Artificial en Medicina 12, no. 1 (2021): 32-50. 

131. Pureti, Nagaraju. "Penetration Testing: How Ethical Hackers Find Security Weaknesses." 

International Journal of Machine Learning Research in Cybersecurity and Artificial 

Intelligence 12, no. 1 (2021): 19-38. 

132. Abdulla, Raed, Aden Abdillahi, and Maythem K. Abbas. "Electronic toll collection 

system based on radio frequency identification system." International Journal of 

Electrical and Computer Engineering (IJECE) 8, no. 3 (2018): 1602-1610. 

133. Maddireddy, Bhargava Reddy, and Bharat Reddy Maddireddy. "Evolutionary Algorithms 

in AI-Driven Cybersecurity Solutions for Adaptive Threat Mitigation." International 

Journal of Advanced Engineering Technologies and Innovations 1, no. 2 (2021): 17-43. 

134. Reddy, Vijay Mallik, and Lakshmi Nivas Nalla. "The Impact of Big Data on Supply 

Chain Optimization in Ecommerce." International Journal of Advanced Engineering 

Technologies and Innovations 1, no. 2 (2020): 1-20. 

135. Pureti, Nagaraju. "Cyber Hygiene: Daily Practices for Maintaining Cybersecurity 

Nagaraju Pureti." International Journal of Advanced Engineering Technologies and 

Innovations 1, no. 3 (2021): 35-52. 

136. Padmanaban, P. H., and Yogesh Kumar Sharma. "Implication of Artificial Intelligence in 

Software Development Life Cycle: A state of the art review." 2019 IJRRA all rights 

reserved (2019). 

137. Pureti, Nagaraju. "The Role of Cyber Forensics in Investigating Cyber Crimes." Revista 

de Inteligencia Artificial en Medicina 11, no. 1 (2020): 19-37. 



 
 

 
 
 
 
 
 

Content from this work may be used under the terms of the Creative Commons Attribution-ShareAlike 
4.0 International License that allows others to share the work with an acknowledgment 
of the work's authorship and initial publication in this journal.  

212 

Unique Endeavor in 
Business & Social Sciences 

VOL: 03 NO:01  2024 

138. Mohammad, A., Das, R., Islam, M. A., & Mahjabeen, F. (2023). AI in VLSI Design 

Advances and Challenges: Living in the Complex Nature of Integrated Devices. Asian 

Journal of Mechatronics and Electrical Engineering, 2(2), 121-132. 

139. Mohammad, A., Das, R., & Mahjabeen, F. (2023). Synergies and Challenges: Exploring 

the Intersection of Embedded Systems and Computer Architecture in the Era of Smart 

Technologies. Asian Journal of Mechatronics and Electrical Engineering, 2(2), 105-120. 

140. Rasel, M., Salam, M. A., & Mohammad, A. (2023). Safeguarding Media Integrity: 

Cybersecurity Strategies for Resilient Broadcast Systems and Combatting Fake News. 

Unique Endeavor in Business & Social Sciences, 2(1), 72-93. 

141. RASEL, M., Salam, M. A., Shovon, R. B., & Islam, M. A. (2023). Fortifying Media 

Integrity: Cybersecurity Practices and Awareness in Bangladesh's Media Landscape. 

Unique Endeavor in Business & Social Sciences, 2(1), 94-119. 

142.  Rasel, M., Mohammad, A., Salam, M. A., Islam, M. A., & Shovon, R. B. (2024). Multi-

Modal Approaches to Fake News Detection: Text, Image, and Video Analysis. 

International Journal of Advanced Engineering Technologies and Innovations, 1(3), 449-

475.  


